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Abstract—Advanced driver assistance systems (ADAS) have matured over the past few decades with the dedication to enhance user experience and gain a wider market penetration. However, personalization components, as a means to make the current technologies more acceptable and trustworthy for users, has only recently been gaining momentum. In this work we develop an algorithm for learning personalized longitudinal driving behaviors via a Gaussian Process (GP) model. The proposed method learns from the individual driver’s naturalistic car-following behaviors, and outputs a desired acceleration that suits the user’s preference. The learned model can be used as a personalized adaptive cruise control (GP-PACC). The proposed GP-PACC is evaluated both with synthetic car-following data as well as driving simulation data obtained from the Unity game engine. Results show that the GP-PACC can accurately reproduce the acceleration and space gap trajectories even with reasonable measurement noises, and can capture the driving styles of a human driver up to 80% more accurately than baseline models such as an optimal velocity model and an intelligent driver model.

I. INTRODUCTION

A. Motivation

Personalization has gained an increasing attention in the automotive industry. However, the industry-level personalized features are mostly at a complimentary level, such as seat position, radio station tuning, etc. Personalization on vehicle maneuvers such as path tracking, steering and car-following is less developed, yet implicit driving preference significantly impacts driver’s acceptance and trust towards the existing ADAS [1].

As one of the most common ADAS functionalities, adaptive cruise control (ACC) automatically adjusts the longitudinal speed to maintain a safe distance from the vehicle ahead. ACC has been shown to enhance driving comfort, reduce fuel consumption, and increase safety [2]–[5]. However, the limited headway settings prevent the drivers to preserve their own driving styles, resulting in lack of trust and usage of that technology. In addition, a variety of usage conditions and the changing of the drivers’ expectations persist in real-world driving. Drivers differ in their preferences and skills, and their styles may change depending on external factors such as the road condition and weather, as well as internal factors such as their mood. Therefore, personalization in ACC has the potential to capture the adapting preference of the driver, and adjust the settings to suit users’ needs.

B. Related Work

The most common longitudinal control laws are derived from optimal control (e.g., optimal velocity relative velocity as a proportional-derivative (PD) controller, based on constant time gap [6]). These physics-based control laws can be expressed as an ordinary differential equation (ODE) \( \dot{v} = f(s, v, u) \) that describes the car-following behaviors given the space gap \( s \), ego vehicle speed \( v \) and leader’s speed \( u \), such as the optimal velocity model (OVM) [7], the intelligent driver model (IDM) [8], the Gipps model [9], and the Gazis-Herman-Rothery (GHR) model [10]. The ODE-based car-following models for describing driving behaviors allow them to work in traffic microsimulation, as well as providing provable and interpretable properties such as rational driving, stability [11] and identifiability [12]. However, human-like driving does not strictly follow these pre-defined rules, and contains subtleties that cannot be fully captured by the analytical expressions. To this end, learning-based approaches are becoming a popular modeling paradigm.

The question of learning individual driving styles naturally motivates us to adopt a supervised-learning approach, where a certain control action is learned from demonstration. A popular approach to manipulate a system towards terminal goal is through reinforcement learning (RL) [13], [14] where a control policy is learned by maximizing a reward function that describes the system evolution. Extensions of RL include inverse reinforcement learning, which learns a reward function through expert demonstration [15]. In more complicated robotics where the system evolution is unknown, the control tasks are often coupled with system identification to achieve various goals such as navigation, path finding, disturbance rejection, and etc. [16], [17]. A notion of underactuation in control has recently been studied to design controllers that take advantage of the natural dynamics of the system [18]. Other data-driven system identification tools such as SINDy [19], Gaussian Process (GP) [20] and Neuro-fuzzy methods [21] are becoming popular to identify unknown and complex systems. These tools are often coupled with existing controllers such as Model Predictive Control (MPC) to enhance control performance and to achieve robust behaviors.

The learning-based control design benefits from the exploratory data-driven tools, as opposed to the model-based system identification and control which are often based on a
fixed model structure. However, challenges still persist such as the verification of safety, stability and rationality. Recent developments such as the control Lyapunov and control barrier functions have been applied to provide safe and stable controlled systems [22], [23], as well as formal verification tools to facilitate assured autonomy from learning [24]–[26].

Amongst all the control design approaches, we draw particular attention to GP regression, to design an ACC system that mimics the individual’s driving behaviors. Instead of the explicit personalization (i.e., offering drivers to choose from a number of predefined system settings), we focus on implicit personalization (estimating the drivers’ preferences based on their past behaviors) [27]. GP regression can be utilized to identify the relationship between input (driver’s perceived information) and output (desired acceleration), which allows it to provide personalized guidance towards driving.

C. Contribution

Compared to the existing literature that studied the personalized ACC design, we make the following contributions:

• We design a GP-based personalized adaptive cruise controller (GP-PACC) that allows learning the implicit longitudinal human driving styles without categorizing it based on predefined rules. This approach is purely data-driven, and allows each user to have a unique hyperparameter set that characterize his/her driving profile.

• We validate the proposed GP-PACC on both the synthetic car-following data and the naturalistic human-driving data collected from a Unity game engine. Results show that GP-PACC can almost exactly recovers the synthetic car-following data even under reasonable measurement noises, and can capture the driving styles of a real human driver up to 80% more accurately than calibrated baseline car-following models.

The remainder of this work is organized as follows: Section II introduces the problem formulation of this study. Section III outlines the fundamentals of GP regression used to model car-following behaviors, and describes the training and validation method for the GP model. In section IV we conduct numerical experiments and human-driving experiments on a game engine to test the validity of the model. Finally, the study is concluded with some future directions in section V.

II. PROBLEM FORMULATION

A. Notation

The state of the controlled car-following system at time $k$ is $x_k = [s_k, v_k]^T$, which is composed of the space gap $s_k$ and ego vehicle’s speed $v_k$. We denote $u_k$ as the lead vehicle’s speed at time $k$, and $y_k$ as the ego vehicle acceleration at time $k$. The uniform sampling timestep $\Delta t$ is used to discretize the system, which runs in $N$ timesteps in total. The nonlinear mapping $f_{\text{CF}} : \mathbb{R}^3 \rightarrow \mathbb{R}^1$ represents the car-following dynamics, and will be learned using the GP model.

\[ v(t) = f_{\text{CF}}(s(t), u(t), u(t)). \]  

The ego vehicle’s dynamics will be updated in discrete-time:

\[ x_{k+1} = \begin{bmatrix} s \\ v \end{bmatrix}_{k+1} = \begin{bmatrix} s_k + (u_k - v_k)\Delta t \\ v_k + f_{\text{CF}}(s_k, u_k, u_k)\Delta t \end{bmatrix} \]  

where $f_{\text{CF}} : \mathbb{R}^3 \rightarrow \mathbb{R}^1$ will be trained with a GP model. For this work we assume that there is no actuator delay or reaction delay. These assumptions can be relaxed if command acceleration data and full vehicle dynamics model are available. The GP-PACC is trained to achieve personalized car-following behavior by minimizing the difference between the predicted acceleration and the recorded naturalistic driving acceleration.

The block diagram of the proposed GP-PACC system is shown in Figure 1. We consider the ACC algorithm as the high-level controller, which takes the input of the ego vehicle speed, preceding vehicle speed, and space gap information, and outputs an acceleration command. The low-level vehicle dynamics will then output the corresponding speed and space gap.

Fig. 1: Block diagram of the proposed GP-PACC system.

B. Assumptions and Specifications

In this paper we focus on personalized ACC design, i.e., the longitudinal control of a vehicle based on the driver’s car-following preference. The scope of this work is focused on the upper-level controller, where the output is the command acceleration that triggers the movement of the vehicle. We assume that the low-level vehicle dynamics has no actuator lags or delays for simplicity, and the personalized control design problem is formulated as a system identification problem. We design a data-driven GP-PACC such that the controlled car-following dynamic matches the driver’s naturalistic car-following styles.

C. The Car-Following Dynamics

The driver’s longitudinal acceleration depends on the vehicle state in relation to the preceding vehicle, characterized by a car-following model:

\[ \dot{v}(t) = f_{\text{CF}}(s(t), v(t), u(t)). \]
A. GP Regression to Model Car-Following Dynamics

In this paper, we use the GP regression to model the personalized longitudinal acceleration. We focus on the high-level driving behavior modeling without considering the low-level vehicle dynamics, i.e., the GP models the mapping from the driver’s perceived states (e.g., space gap and the relative speed) to the actual acceleration of the vehicle.

GPs extend multivariate Gaussian distributions to infinite dimensionality. They are a form of supervised learning and the training result represents a nonlinear mapping \( f_{GP}(z) : \mathbb{R}^{\text{dim}(x)} \rightarrow \mathbb{R} \), such as (1). The mapping between the input vector \( z \) and the function value \( f_{GP}(z) \) is accomplished by the assumption that \( f_{GP}(z) \)'s are random variables and they are jointly Gaussian distributed with \( z \)'s, which are also assumed to be random variables [28].

a) Setup: The GP model setup includes selecting the model regressors, the mean function and the covariance to be random variables [28].

The data can be represented as a sample from a multivariate jointly Gaussian distributed with \( z \), matrix \( D \) of past observations. They are a form of supervised learning and the driver's perceived states (e.g., space gap and the relative level vehicle dynamics, i.e., the GP models the mapping from personalized longitudinal acceleration. We focus on the high-

b) Bayesian model inference: The inference of a Bayesian model is a process where the prior knowledge of the hyperparameter vector \( \theta \) is updated to a posterior distribution through the identification (training) data.

We specify the training input \( Z \) and target \( y \) for a total of \( N \) samples:

\[
Z = [z_1, z_2, ..., z_N]^T
\]
\[
y = [y_1, y_2, ..., y_N]^T,
\]
where the subscript denotes the sample index.

The corresponding GP model can be used for predicting the function value \( y_s \) given a new input \( z_s \) based on a set of past observations \( D = \{z, y\} \). The key assumption is that the data can be represented as a sample from a multivariate Gaussian distribution:

\[
y | y_s \sim \mathcal{N}(0, K^{*T}K^{*})
\]

where \( 0 \in \mathbb{R}^N \) is a vector of zeros, and \( K \) is the covariance matrix

\[
K = [c(z_1, z_1), c(z_1, z_2),..., c(z_1, z_N)]
\]

\[
K_* = [c(z_*, z_1), c(z_*, z_2),..., c(z_*, z_N)]
\]

\[
K_{**} = c(z_*, z_*)
\]

We want to infer \( \theta \) by computing the posterior distribution of the hyperparameters:

\[
p(\theta | y, Z) = \frac{p(y | Z, \theta)p(\theta)}{p(y | Z)}
\]

If assuming unknown prior \( p(\theta) \) (uniform distributed \( p(\theta) \)), the posterior distribution is proportional to the marginal likelihood, i.e.,

\[
p(\theta | y, Z) \propto p(y | Z, \theta).
\]

Maximizing the posterior is equivalent to minimizing the negative log likelihood:

\[
l(\theta) := \ln p(y | Z, \theta) = -\frac{1}{2} \ln |K| - \frac{1}{2} y^T K^{-1} y - \frac{N}{2} \ln(2\pi).
\]

Once the best-fit \( \theta \) is obtained, we can compute the covariance matrix (7) and the output distribution \( y_s \) (in terms of the prediction mean and variance) given a new input vector \( z_s \):

\[
y_s = K_* K^{-1} y \quad \text{var}(y_s) = K_{**} - K_* K^{-1} K_*^{T}.
\]

For the simplicity of notation, we denote the output prediction as:

\[
y_s = f_{GP}(z_s, \theta) + \mathcal{N}(0, \sigma_n^2).
\]

Since regressing on the acceleration data tends to lead to higher error in speed and space gap, we adopt a nonlinear output-error (NOE) approach to improve the training accuracy. The training process is described next.

B. GP-NOE Training

We adopt a training process similar to calibrating an ODE-based car-following model [31]–[35]. The process is to find the parameters of which the simulated output is closest to the recorded measurement. The simulated state \( \hat{x}_k = [\hat{s}, \hat{v}]_k \) given the initial state \( x_0 = [s_0, v_0] \), the external input signal \( u_{0:N-1} \) and a GP model (13) will be used as part of the pseudo training input of the GP-NOE model. The simulated state can be obtained via:

\[
\hat{x}_{k+1} = \begin{bmatrix}
\hat{s}_{k+1} \\
\hat{v}_{k+1}
\end{bmatrix} = \begin{bmatrix}
\hat{s}_k + (u_k - \hat{v}_k)\Delta t \\
\hat{v}_k + f_{GP}(\hat{x}_k, \theta)\Delta t
\end{bmatrix}
\]

\[
\hat{x}_0 = x_0 = [s_0, v_0], k = 0 : N - 1
\]

where \( \hat{x}_k = [\hat{s}_k, \hat{v}_k, u_k] \) is the \( k \)th sample of the pseudo training input, which contains the simulated state and the measured external input at time \( k \), as opposed to the recorded data \( x_k = [s_k, v_k, u_k] \). The simulation also requires having an initial guess of the hyperparameters \( \theta \). The mean prediction is stated as \( f_{GP}(\hat{x}_k, \theta) \) according to (12). The training target is the acceleration data at the same timestep \( y_{1:N} \).

The algorithm for GP-NOE training is the following: Let us denote \( \hat{Z}_{1:N} = [\hat{z}_1, \hat{z}_2, ..., \hat{z}_N]^T \). The training of the GP model with NOE structure is an iterative process:
Algorithm 1 GP-NOE training

1: set input data, target data, covariance function, initial hyperparameters
2: while \( l(\theta) \) (11) differs from the previous evaluation do
3: obtain the simulated (pseudo) regression vectors \( \hat{Z}_{1:N} \) with the initial state \( x_0 = [s_0, v_0] \) and the current hyperparameters \( \theta \), according to (14).
4: update \( \theta \) by minimizing the negative log likelihood \( l(\theta) \).
5: end while

The implementation is based on the GP-Model-based System-Identification Toolbox for Matlab [36].

C. GP Model Validation

Training a GP-NOE model is very much similar to calibrating a car-following model, which is conducted by finding the model parameters that minimize the error between the simulated vehicle trajectories and the experimental data. We validate the GP model in simulation, i.e., obtaining a closed-loop simulated trajectory according to (14), and compare the acceleration and space-gap trajectories with the recorded data, similar to evaluating a car-following model from calibration (e.g., [31]–[35], [37]).

Two performance metrics are measured, the mean squared error (MSE) and the log predictive-density error (LPD) [30], [38] between the GP simulated acceleration and the recorded acceleration of a validation data set:

\[
MSE = \frac{1}{N} \sum_{k=1}^{N} (y_k - \hat{y}_k)^2
\]

\[
LPD = \frac{1}{2} \ln(2\pi) + \frac{1}{2N} \sum_{k=1}^{N} \left( \ln(\sigma_k^2) + \frac{(y_k - \hat{y}_k)^2}{\sigma_k^2} \right)
\]

(15)

where \( y_k \) is the acceleration data at timestep \( k \), \( \hat{y}_k \) is the mean prediction of GP at timestep \( k \), and \( \sigma_k^2 \) is the prediction variance. MSE measures the error only on the mean predicted acceleration, whereas LPD takes into account the entire distribution of the prediction by penalizing the overconfident prediction (smaller variance) more than the acknowledged bad predicting values (higher variance). In addition, the MSE on the space gap (MSE-s) will also be calculated, since small and biased acceleration prediction might lead to a larger space gap error. The simulated space gap can be obtained from the GP output using (14). The lower these measures the better GP model performs in terms of recovering the original driving data.

IV. EXPERIMENTS AND RESULTS

In this section, we provide the validation of GP-PACC on two data sets. The first one is the synthetically generated data from a car-following model, with various additive noise levels on the acceleration to emulate realistic sensor errors. The second one is the human-driving simulation data generated using the Unity game engine driving platform for a more naturalistic driving scenario.

A. Numerical Experiments

A set of car-following data is synthetically generated using an IDM [8]. It has been used throughout the literature to model a realistic driver behavior, such as asymmetric accelerations and decelerations. The acceleration is expressed as:

\[
\dot{v}(t) = f_{\text{IDM}}(s(t), v(t), u(t)) = a \left[ 1 - \left( \frac{v(t)}{v_f} \right)^\delta - \left( \frac{s^*(v(t), u(t))}{s(t)} \right)^2 \right]
\]

(16)

where the desired space gap \( s^* \) is defined as:

\[
s^*(v(t), u(t)) = s_j + v(t)T + \frac{v(t)(v(t) - u(t))}{2v_{ab}}
\]

(17)

The parameters of the model are the acceleration exponent \( \delta \), freeflow speed \( v_f \), the desired time gap \( T \), the jam distance \( s_j \), the maximum acceleration \( a \) and the desired deceleration \( b \). We fixed the parameters to simulate human-driving data using \( \theta = [s_j, v_f, T, a, b, \delta] = [2, 33.3, 1.6, 0.73, 1.67, 4] \) based on empirical investigations [8].

We generate 200 seconds of data at 10Hz given a pre-recorded, freeway high-speed preceding vehicle speed profile ranging between 25m/s to 35m/s. The simulated data is also manually polluted with added Gaussian white noise ranging from 0.01 to 0.1 standard deviation onto the acceleration signal, in order to emulate the realistic sensor errors. We train the GP model on the first 100 seconds and use the second half as the validation set.

Figure 2 visualizes the GP simulated acceleration (red solid line) and the benchmark data (black dashed line), as well as the prediction uncertainty (grey area). The data is synthetically generated using an IDM and manually polluted with 0.03m/s² standard deviation of Gaussian white noise. One can see that the uncertainty band well captures the deviation of the data set, and the mean prediction traces the mean of the data accurately.
More quantitatively, Figure 3 shows the MSE of the GP simulation on the acceleration and the space gap, as well as the LPD on the acceleration, respectively. When various levels of sensor noises are present, the GP results show that the MSE of acceleration prediction is overall very low (under $3.5 \times 10^{-4}$), and so does the corresponding space gap prediction MSE (under $4.5 m^2$). It indicates that the GP model can very accurately reproduce the driving profile and is robust under noisy measurements.

A counter intuitive discovery from Figure 3 is that, as the standard deviation of the added noise increases (emulating the real-life acceleration measurement has higher noise), the MSE’s for both the acceleration and the space gap prediction appear to be lower. This could be due to two reasons: (a) inverting the covariance matrix $K$ during the parameter inference step (11) suffers from numerical issues when the variance of $y$ is too low, and (b) the training may not converge to a global minimal due to the non-convex and non-smooth objective function (11), albeit the warm start.

Lastly, the LPD (bottom of Figure 3) on the acceleration prediction indicates that the new observations (from the validating set) are well-accounted by the posterior predictive distribution, even with higher sensor errors.

Overall, the numerical experiments suggest that GP can accurately reproduce the driving data even with reasonable measurement noise. The posterior distribution can also accurately characterise the uncertainty of the data set. These results further indicate that the proposed GP model can capture the implicit driving styles without any pre-defined rules such as the time-headway, following distances, or acceleration/breaking dynamics. In other words, the GP-PACC almost exactly mimics the driver in a purely data-driven way, and hence improves the personalization in ADAS by adapting the longitudinal driving assistance to the driver’s preferences and needs.

In this section we demonstrate the possibility of the GP to learn the IDM dynamic as a numerical test. Next we learn real driving behavior by using the Unity game platform to generate the true data rather than the IDM.

B. Human-Driving Experiments on Unity Game Engine

a) Modeling and simulation environment in Unity game engine: Game engines are conceptually the core software necessary for a game program to properly run. They generally consist of a rendering engine for graphics, a physics engine for collision detection and response, and a scene graph for the management of elements like models, sound, scripting, threading, etc. Along with the rapid development of game engines in recent years, they become popular options in the development of intelligent vehicle technology [39], with studies conducted for driver behavior modeling [40], connected vehicle systems prototyping [41], [42], and autonomous driving simulation [43], [44].

In this study, the realistic human-driving experiments are conducted on a customized driving simulator platform, which is built with a Windows gaming laptop (processor Intel Core i7-9750 @2.60 GHz, 32.0 GB memory, NVIDIA Quadro RTX 5000 Max-Q graphics card), a Logitech G29 Driving Force racing wheel, and Unity game engine 2019.2.11f1. A three-lane highway scene is built in the simulation environment, where human drivers are able to manually drive the ego vehicle to follow the target vehicle, shown as Figure 4.

b) Data preparation: The experiment trip resembles a freeway high-speed scenario, and has a total period of 200 seconds, where the first 80 seconds is designed as a warm-up phase for drivers to familiarize with the engine and get to a comfortable car-following setting. The next 60 seconds is for training and the 60 seconds after is used for validation. The preceding vehicle drives at a time-varying speed within the range 25-35m/s that captures a naturalistic freeway acceleration and deceleration scenario. The data is recorded in 1Hz. The training input and target are organized
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Fig. 5: Compare the GP-PACC guided acceleration (red) with the actual acceleration recorded by Unity (dotted).

according to (4) and (5), where $Z = \{z_k = [s, v, u]k\}_{k=1}^{N}$, and $y = \{y_k\}_{k=1}^{N}$.

c) Training result: The parameter inference takes about 10 seconds to complete, with the best-estimated parameters $\theta = [l_1, l_2, l_3, \sigma_f, \sigma_n] = [14.4, 1.4, 5.9, 0.56, 0.11]$, where $l_1, l_2, l_3$ correspond to the characteristic length scales of $s, v, u$, respectively.

To visualize the training result, Figure 5 shows the GP simulated acceleration and Unity recorded acceleration. The mean prediction (red line) generally aligns well with the recorded data (dashed line), and the uncertainty captures the variation of the recorded data, with a few exceptions at around timestep 40.

In addition, we train three analytical car-following models with the same training data, and calculated the MSE on the acceleration and space gap using the same validation data. First model is the constant-time headway relative-velocity (CTH-RV) model [35], [45]–[49], the second one is the OVM [7], [50], and the last is IDM [8]. As shown in Table I, GP significantly outperforms other three car-following models with low MSE errors on both acceleration and space gap (up to 80% improvement on acceleration prediction). CTH-RV, OVM and IDM fail to accurately reproduce the space-gap trajectories. In addition, we see that the training on naturalistic driving data does not provide satisfactory results as compared to training with synthetic data. One immediate reason is that synthetic data generated using ODE-based models have a cleaner relationship between the input variable $(s, v, u)$ and the output (acceleration), that can be captured by the squared-exponential covariance function (3); On the other hand, naturalistic human driving data contains more randomness and inconsistent patterns even during the same trip. GP modeling of human-driving shows promising results, even with no assumptions on the individual’s driving styles.

V. CONCLUSION AND FUTURE WORK

In this article we propose GP-PACC that mimics individual’s car-following behavior. The learning is achieved using a Gaussian Process regression on the car-following data. We explore this purely data-driven controller design to capture individual’s driving styles, which sometimes cannot be captured by an explicit car-following model. The GP regression learns the driving behavior without making assumptions such as time-headway or preferred following distance.

The training result shows that GP has the potential to provide realistic acceleration guidance that closely resembles individual’s acceleration profile. Specifically, GP almost exactly recovers the car-following profiles of an IDM driver (data generated using an IDM), and reproduces the naturalistic human-driving data up to 80% more accurately than some well-known car-following models. More experiments need to be conducted with a diverse collection of drivers, road conditions and weather conditions. With integrating the proposed GP-PACC into the Unity simulation platform, human-in-the-loop testing on the acceptance of the proposed controller can also be achieved.
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