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Abstract—Advanced driver-assistance systems (ADAS) have
matured over the past few decades with the dedication to enhance
user experience and gain a wider market penetration. However,
personalization features, as an approach to make the current
technologies more acceptable and trustworthy for users, have
been gaining momentum only very recently. In this work, we
aim to learn personalized longitudinal driving behaviors via
a Gaussian Process (GP) model. The proposed method learns
from individual driver’s naturalistic car-following behavior, and
outputs a desired acceleration profile that suits the driver’s pref-
erence. The learned model, together with a predictive safety filter
that prevents rear-end collision, is used as a personalized adaptive
cruise control (PACC) system. Numerical experiments show that
GP-based PACC (GP-PACC) can almost exactly reproduce the
driving styles of an intelligent driver model. Additionally, GP-
PACC is further validated by human-in-the-loop experiments on
the Unity game engine-based driving simulator. Trips driven by
GP-PACC and two other baseline ACC algorithms with driver
override rates are recorded and compared. Results show that
on average, GP-PACC reduces the human override duration by
60% and 85% as compared to two widely-used ACC models,
respectively, which shows the great potential of GP-PACC in
improving driving comfort and overall user experience.

Index Terms—Gaussian Process, adaptive cruise control, car
following, personalization, driving behavior

I. INTRODUCTION

A. Motivation

PERSONALIZATION has gained increased attention in
the automotive industry. However, the industry-level per-

sonalized features are very limited and mostly at a compli-
mentary level, such as seat position, radio station tuning, etc.
Personalization on vehicle maneuvers such as path tracking,
steering and car-following is less developed, yet implicit driv-
ing preference significantly impacts driver’s acceptance and
trust towards the existing advanced driver-assistance systems
(ADAS) [1].

As one of the most common ADAS functionalities, adaptive
cruise control (ACC) automatically adjusts the longitudinal
speed of the ego vehicle to maintain a safe distance from
the vehicle ahead. ACC has been shown to increase safety,
enhance driving comfort, and reduce fuel consumption [2]–
[5]. However, the limited settings of ACC prevent the drivers
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to preserve their own car-following styles, resulting in lack
of trust and usage of that technology. In addition, a variety of
usage conditions and the changing of the drivers’ expectations
persist in real-world driving. Drivers differ in their preferences
and skills, and their styles may change over time. Therefore,
personalization in ACC has the potential to capture the adapt-
ing preference of drivers, and adjusts the settings to suit their
needs.

B. Related Work

Some of the most common longitudinal control laws are
derived from physics-based control policies, which can be
expressed as an ordinary differential equation (ODE) v̇ =
f(s, v, u) that describes the car-following behaviors given
the space gap s, ego vehicle speed v and leader’s speed u.
Examples include the optimal velocity model (OVM) [6], the
intelligent driver model (IDM) [7], the Gipps model [8], and
the Gazis-Herman-Rothery (GHR) model [9]. The ODE-based
car-following models can work in traffic microsimulation, and
provide provable and interpretable properties such as rational
driving, stability [10] and identifiability [11]. Analysis on
the impact of traffic dynamics also follows [12]–[16]. Other
modeling efforts such as [17], [18] take into account of vehicle
dynamics as well. However, human driving does not strictly
follow these pre-defined rules, and contains subtleties that
cannot be fully captured by the analytical expressions. To
this end, learning-based approaches are becoming a popular
modeling paradigm.

The question of learning individual driving style naturally
motivates us to adopt a supervised-learning approach, where
a certain control action is learned from demonstration. A
popular approach to manipulate a system towards terminal
goal is through reinforcement learning (RL) [19], [20] where
a control policy is learned by maximizing a reward func-
tion that describes the system evolution. Extensions of RL
include inverse reinforcement learning (IRL), which learns
a reward function through expert demonstration [21], [22].
In more complicated robotics where the system evolution is
unknown, the control tasks are often coupled with system
identification to achieve various goals such as navigation, path
finding, disturbance rejection, and etc. [23]–[25]. A notion of
underactuation in control has recently been studied to design
controllers that take advantage of the natural dynamics of
the system [26]. Other data-driven system identification tools
such as SINDy [27], Gaussian Process (GP) [28] and Neuro-
fuzzy methods [29] are becoming popular to identify unknown
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and complex systems. These tools are often coupled with
existing controllers such as Model Predictive Control (MPC) to
enhance control performance and to achieve robust behaviors.

The learning-based control design benefits from the ex-
ploratory data-driven tools, as opposed to the model-based
system identification and control which are often based on
a fixed model structure. However, challenges still persist
such as the verification of safety, stability and rationality.
Recent developments such as the control Lyapunov and control
barrier functions have been applied to provide safe and stable
controlled systems [30], [31], as well as formal verification
tools to facilitate assured autonomy from learning [32]–[34].

Amongst all the control design approaches, we draw partic-
ular attention to GP regression, to design an ACC system that
mimics personalized driving behavior and increase drivers’
acceptance and trust on the system. There are several rationales
for using GP models in system identification: (a) Physics-
based model structure can be simplified due to the data-
driven nature of GP. (b) Bayesian treatment relies on marginal
likelihood, which reduces the risk of overfitting. (c) Limited
amount of data relative to the number of regressors makes GP
model suitable to deal with data inadequacy and measurement
noise [35]. These advantages allow GP to model both (a) intra-
driver stochasticity (variation of driving behaviors within the
same driver, through variance modeling), as well as (b) inter-
driver stochasticity (through individual training). Instead of the
explicit personalization (i.e., offering drivers to choose from
a number of predefined system settings), we focus on the
implicit personalization (estimating the drivers’ preferences
based on their past behaviors) [36]. GP regression can be
utilized to identify the relationship between input (driver’s
perceived information) and output (desired acceleration), and
hence provides personalized guidance towards driving.

C. Contributions

Compared to our preliminary work [37] where a GP-PACC
is designed to learn personalized implicit car-following styles
without categorizing based on predefined rules, in this paper
we enhance the results with the following additions:

1) A predictive safety filter is developed at the downstream
of GP-PACC, which guarantees that the acceleration
command will lead to the safe state. This step makes as
little modification to the GP output as possible, preserving
the personalized features while guaranteeing safety.

2) The proposed GP-PACC is validated on both the synthetic
car-following data and the naturalistic data collected from
human-in-the-loop experiments. Results show that GP-
PACC can recover both the synthetic and naturalistic
car-following data even under reasonable measurement
noises, and it outperforms established car-following mod-
els by reducing the human takeover rate up to 85%.

The remainder of this work is organized as follows. Section
II introduces the problem formulation of this study. Section III
outlines the fundamentals of GP regression used to model car-
following behaviors, and describes the training and validation
method for the GP model. In Section IV we conduct numerical
experiments and human-in-the-loop experiments to test the

validity of the model. Finally, the study is concluded with
some future directions in Section V.

II. PROBLEM FORMULATION

A. Notation

The state of the controlled car-following system at time k
is xk = [sk, vk]T , which is composed of the space gap sk and
ego vehicle’s speed vk. We denote uk as the lead vehicle’s
speed at time k, and yk as the ego vehicle acceleration
at time k. The uniform sampling timestep ∆t is used to
discretize the system, which runs in N timesteps in total.
The nonlinear mapping fCF : R3 → R1 represents the car-
following dynamics, and will be learned by the GP model.

B. Assumptions and Specifications

In this paper we focus on personalized ACC design, i.e.,
the longitudinal control of a vehicle based on the driver’s
car-following preference. The scope of this work is focused
on designing a personalized, high-speed controller for the
combined driver-vehicle system, and the model output is the
predicted acceleration of the vehicle, implicitly considering
the delay of driver reaction and the lag of vehicle actuation.
The driver reaction and the low-level vehicle dynamics can be
separately modeled if commanded acceleration is available.
In this study we consider a simplistic approach to combine
the two systems. Therefore, the personalized control design
problem is formulated as a system identification problem. We
design a data-driven GP-PACC such that the controlled car-
following dynamic matches the individual driver’s naturalistic
car-following style. Furthermore, we consider only the car-
following mode for all the ACCs discussed in this paper, i.e.,
the leader is always present.

C. The Car-Following Dynamics

The driver’s longitudinal acceleration depends on the ve-
hicle state in relation to the lead vehicle, characterized by a
car-following model:

v̇(t) = fCF(s(t), v(t), u(t)). (1)

The ego vehicle’s dynamics will be updated in discrete time:

xk+1 =

[
s
v

]
k+1

=

[
sk + (uk − vk)∆t

vk + fCF(sk, vk, uk)∆t

]
(2)

where fCF : R3 → R1 will be trained with a GP model.
GP-PACC is trained to achieve personalized car-following
behavior by minimizing the difference between the predicted
acceleration and the recorded naturalistic driving acceleration.

The block diagram of the proposed GP-PACC system is
shown in Fig. 1. We consider the ACC algorithm as the high-
level controller, which takes the input of the ego vehicle speed,
lead vehicle speed, and space gap information, and outputs an
acceleration. The low-level vehicle dynamics will then output
the corresponding speed and space gap.
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Fig. 1. Block diagram of the proposed GP-PACC system.

III. METHODOLOGY

In this section, we briefly introduce GP regression both
as a modeling tool and as a controller that will be used to
model personalized car-following behavior. GP regression has
been discussed in many standard textbooks such as [35], [38],
[39]. Here we only outline it briefly in section III-A. Next
we describe the specific training and validation procedures of
GP-PACC in section III-B and III-C, respectively.

A. GP Regression to Model Car-Following Dynamics

In this paper, we use GP regression to model the personal-
ized longitudinal acceleration, namely the mapping from each
driver’s perceived states (e.g., space gap and the relative speed)
to the actual acceleration of the vehicle.

Gaussian processes extend multivariate Gaussian distribu-
tions to infinite dimensionality. They are a form of supervised
learning and the training result represents a nonlinear mapping
fGP(z) : Rdim(z) → R, such as (1). The mapping between the
input vector z and the function value fGP(z) is accomplished
by the assumption that fGP(z) is a random variable and is
jointly Gaussian distributed with z, which is also assumed to
be a random variable [38].

a) Setup: The GP model setup includes selecting the
model regressors, the mean function and the covariance func-
tion. In the following discussion, we focus on the commonly
used zero-mean and the squared-exponential covariance func-
tion that relates two sample input vectors zi and zj :

c(zi, zj) = σ2
fexp

(
−1

2
(zi − zj)

T
P−1(zi − zj)

)
+ σ2

nδij ,

(3)
where δij = 1 if i = j and δij = 0 otherwise, and
P = diag[l21, ..., l

2
dim(z)] contains the characteristic length scale

for each dimension of the input vector. The hyperparameters
of the covariance function θ = [σf , σn, l1, ..., ldim(z)]

T include
the measurement noise σn, the process standard deviation
σf , and the characteristic length scales, which are learned by
maximizing the likelihood of the observation.

b) Bayesian model inference: The inference of a
Bayesian model is a process where the prior knowledge of the
hyperparameter vector θ is updated to a posterior distribution
through the identification (training) data.

We specify the training input Z and target y for a total of
N samples:

Z = [z1, z2, ..., zN ]T (4)

y = [y1, y2, ..., yN ]T , (5)

where the subscript denotes the sample index.
The corresponding GP model can be used for predicting the

function value y∗ given a new input z∗ based on a set of past
observations D = {Z, y}. The key assumption is that the data
can be represented as a sample from a multivariate Gaussian
distribution: [

y
y∗

]
∼ N

(
0,
[
K KT

∗
K∗ K∗∗

])
, (6)

where 0 ∈ RN is a vector of zeros, and K is the covariance
matrix

K =


c(z1, z1), c(z1, z2)...c(z1, zN )
c(z2, z1), c(z2, z2)...c(z2, zN )

..., ...
c(zN , z1), c(zN , z2)...c(zN , zN )

 (7)

K∗ = [c(z∗, z1), c(z∗, z2)...c(z∗, zN )] K∗∗ = c(z∗, z∗). (8)

We want to infer θ by computing the posterior distribution
of the hyperparameters:

p(θ|Z, y) =
p(y|Z, θ)p(θ)

p(y|Z)
. (9)

For unknown knowledge of θ, it is reasonable to specify
a uniform distribution p(θ), and as a result, the posterior
distribution is proportional to the marginal likelihood, i.e.,

p(θ|Z, y) ∝ p(y|Z, θ). (10)
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Maximizing the posterior distribution is equivalent to mini-
mizing the negative log likelihood l(θ):

l(θ) := ln p(y|Z, θ) = −1

2
ln|K| − 1

2
yTK−1y− N

2
ln(2π).

(11)
Once the best-fit θ is obtained, we can compute the covari-

ance matrix (7) and the output distribution y∗ (in terms of the
prediction mean and variance) given a new input vector z∗:

ŷ∗ = K∗K
−1y

var(y∗) = K∗∗ −K∗K
−1KT

∗ .
(12)

For the simplicity of notation, we denote the output prediction
as:

y∗ = fGP (z∗, θ) +N (0, σ2
n). (13)

The regression vectors in GP can be augmented to include
lagged terms, for an explicit model of delays. For example,
ŷk = fGP (ẑk, ẑk−1, ..., ẑk−m, θ), where m is the lagged
timesteps. However, this formulation comes with a complexity
trade-off, as the run time for GP regression is O(N3) due
to the matrix inversion. The naive GP regression does not
lead to closed-loop stability of the car-following system [40].
The training samples are assumed to be independent in time,
i.e., the covariance function c(zi, zj) considers the similarity
between zi and zj only in terms of value, not in terms of time.
When using the naive GP model as a dynamical model for
simulation, the error will accumulate. Therefore, it is important
to consider dynamics (2) in model training as the previous
prediction yk will affect the future states xk+1. We adopt a
nonlinear output-error (NOE) approach to improve the training
accuracy, where the training process is described in the next
subsection.

B. GP-NOE Training
We adopt a training process similar to calibrating an ODE-

based car-following model [41]–[45]. The process is to find
the parameters of which the simulated output is closest to the
recorded measurement. The simulated state {x̂k = [ŝ, v̂]k}Nk=1

given the initial state x0 = [s0, v0], the external input signal
u0:N−1 and a GP model (13) are used as part of the pseudo
training input of the GP-NOE model. This way, the dynam-
ics (2) can be inherently included in the training when the
simulated states are fed back as the regressors. The simulated
state can be obtained via:

x̂k+1 =

[
ŝ
v̂

]
k+1

=

[
ŝk + (uk − v̂k)∆t
v̂k + fGP (ẑk, θ)∆t

]
x̂0 = x0 = [s0, v0], k = 0 : N − 1

(14)

where ẑk = [ŝk, v̂k, uk] is the kth sample of the pseudo training
input, which contains the simulated state and the measured
external input at time k, as opposed to the recorded data zk =
[sk, vk, uk].

The mean prediction is stated as fGP (ẑk, θ) according
to (12). The training target is the acceleration data at the same
timestep y1:N .

Let us denote Ẑ1:N = [ẑ1, ẑ2, ..., ẑN ]T . The training of the
GP model with NOE structure is an iterative process shown in
Algorithm 1. The implementation is based on the GP-Model-
based System-Identification Toolbox for Matlab [46].

Algorithm 1: GP-NOE training
Data: Training input Z, training target Y, covariance

function c(·, ·), initial hyperparameters θ, initial
condition x0 = [s0, v0]

1 while l(θ) (11) is not minimal do
2 obtain the simulated (pseudo) regression vectors

Ẑ1:N with the initial state x0 = [s0, v0] and the
current hyperparameters θ, according to (14);

3 update θ by minimizing the negative log
likelihood l(θ).

4 end

Remarks: Dynamical models trained using GP-NOE are
empirically shown to produce closed-loop stability, which the
naive GP regression usually fails to achieve due to the lack of
time-dependency. In our experiments we found that to train a
reasonable GP-NOE model with 60 sec of 10Hz data, it takes
15 seconds on a 2.7GHz Quad-Core laptop. Note that the GP
output is a Gaussian distribution on the acceleration prediction.
The prediction mean is used as the actual acceleration, and
the uncertainty is purely for understanding the prediction
confidence. Although the loss function for GP-NOE is less
smooth than that of the naive GP regression and non-convex
(see a visual illustration in [40]), which does not guarantee
the global optimal θ to be found, a good initial guess on θ
can achieve faster convergence and more accurate data-fitting
results. This feature makes GP-NOE suitable for adaptive
training on small batches of data. In other words, the model
can be improved overtime when initialized with previously
trained hyperparameters. In addition, the adaptive training
process can incorporate the changes of driving styles due to,
for example, external conditions (e.g., road, traffic, weather)
and internal conditions (e.g., moods, skills).

C. GP Model Validation

Training a GP-NOE model is similar to calibrating a car-
following model, which is conducted by finding the model
parameters that minimize the error between the simulated
vehicle trajectories and the benchmark. We validate the GP
model in simulation, i.e., obtaining a closed-loop simulated
trajectory according to (14), and compare the acceleration
and space-gap trajectories with the recorded data, similar to
evaluating a car-following model from calibration (e.g., [41]–
[45], [47]).

Two performance metrics are measured: the mean squared
error (MSE) and the log predictive-density error (LPD) [35],
[48] between the GP simulated acceleration and the recorded
acceleration of a validation data set:

MSE =
1

N

N∑
k=1

(yk − ŷk)2

LPD =
1

2
ln(2π) +

1

2N

N∑
k=1

(
ln(σ2

k) +
(yk − ŷk)2

σ2
k

) (15)

where yk is the acceleration data at timestep k, ŷk is the
mean prediction of GP at timestep k, and σ2

k is the prediction
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variance. MSE measures the error only on the mean pre-
dicted acceleration, whereas LPD takes into account the entire
distribution of the prediction by penalizing the overconfident
prediction (smaller variance) more than the acknowledged bad
predicting values (higher variance). In addition, the MSE on
the space gap (MSE-s) will also be calculated, since small and
biased acceleration prediction might lead to a larger space gap
error. The simulated space gap can be obtained from the GP
output using (14). The lower these measures the better GP
model performs in terms of recovering the original driving
data.

D. Predictive Safety Filter

A purely data-driven control approach such as GP does
not explicitly take driving safety into account. Throughout
the literature, we found learning-based control achieves “safe-
by-design” with verified control envelopes [49], fixed-point
computations of the set-valued mappings [50], and safety
filtering [51], as common approaches. In this paper we adopt a
predictive safety filtering approach similar to [51], which finds
a safe acceleration profile that is closest to the GP-predicted
acceleration and achieves collision avoidance.

Consider the following notations and assumptions:
Let I≥k denotes a set of integers in the interval [k,∞) ∈ R.

Let ak denote the acceleration of the leader vehicle at time
k, which we assume can be measured. yk stands for the
acceleration for the follower at k. amin denotes the hardest
braking deceleration for the follower, which the follower
vehicle can actuate instantaneously. smin is the minimum space
gap.

We develop a safety filter on commanded accelerations to
achieve collision avoidance. The safety filter seeks to ensure
two properties are met at all times. The first property is
collision avoidance in the form sk ≥ smin. The second property
is bounded deceleration in the form yk ≥ amin. To choose
accelerations that achieve these two properties we form at each
time-step k a set of allowable states into which the vehicle can
move to time-step k + 1, which we denote as S:

(sk, vk, uk, ak) ∈ S ⇒ yk′ ≥ amin, sk′ ≥ smin,∀k
′
∈ I≥k

(16)
according to the following discrete-time dynamics:

s
v
u
a


k+1

= g(sk, vk, uk, ak, yk) =


s
v
u
a


k

+


u− v
y
a
0


k

∆t.

(17)
S is derived using a standard stopping time condition under
constant acceleration from the leading vehicle (see appendix).
By choosing yk such that (sk, vk, uk, ak) ∈ S the filter ensures
that either both collision avoidance and bounded acceleration
will be met in all following time-steps, or S = ∅ meaning
that a collisions cannot be avoided. In the case that multiple
such commanded accelerations exist, we choose the yk that is

closest to that prescribed by the GP ŷk. This can be stated in
the following form:

minimize
yk

(ŷk − yk)2

s.t. ŷk = fGP (sk, vk, uk, θ)

[sk+1, vk+1, uk+1, ak+1]T = g(sk, vk, uk, ak, yk)

(sk+1, vk+1, uk+1, ak+1) ∈ S.

(18)

Scenarios in which the set S = ∅ can be trivially triggered
through simulating large lead vehicle decelerations that exceed
amin in magnitude. This is consistent with game theoretic
results that describe collisions between systems with equal,
and unequal, dynamics and input ranges. Additional study
of the feasibility of these safety regions through data and
analysis of naturalistic and controlled scenarios is reserved for
future work. One possible alternative formulation is through,
for example, a control barrier function [30].

IV. EXPERIMENTS AND RESULTS

In this section, the validation of GP-PACC is conducted
on two different data sets. The first one is the synthetically
generated data from a car-following model, with additive
noises on the acceleration to emulate realistic sensor errors.
The second one is human-driving car-following data generated
by the Unity game engine-based driving simulator, which
introduces a more naturalistic driving scenario.

A. Numerical Experiments

A set of car-following data is synthetically generated using
IDM [7], which has been used throughout the literature to
model a realistic driver behavior, such as asymmetric accel-
erations and decelerations. The simulated car-following data
serves as “ground truth”, from which the GP-PACC prediction
errors can be computed, and the prediction variance can be
compared with the known noise. The model is expressed as:

v̇(t) = fCF(s(t), v(t), u(t))

= a

[
1−

(
v(t)

vf

)δ
−
(
s∗(v(t), u(t))

s(t)

)2
]

(19)

where the desired space gap s∗ is defined as:

s∗(v(t), u(t)) = sj + v(t)T +
v(t)(v(t)− u(t))

2
√
ab

. (20)

The parameters of the model are the acceleration expo-
nent δ, free-flow speed vf , the desired time headway T ,
the jam distance sj , the maximum acceleration a and
the desired deceleration b. In this experiment, the syn-
thetic data is obtained from an IDM with parameters θ =
[sj , vf , T, a, b, δ] = [2, 33.3, 1.6, 0.73, 1.67, 4] based on em-
pirical investigations [7].

We generate 200 seconds of data at 10Hz given a pre-
recorded, freeway high-speed lead vehicle speed profile rang-
ing between 25m/s to 35m/s. The simulated data is also
manually polluted with Gaussian white noise ranging from
0.01 to 0.1 standard deviation onto the acceleration signal,
in order to emulate the realistic sensor errors. We train the
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Fig. 2. Compare GP predicted acceleration (red solid line) with data (black
dotted line). The first half is training result and the second half is validation
result.
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Fig. 3. Performance of GP-PACC compared with synthetic data.

GP model on the first 100 seconds and use the second
half as the validation set (see Fig. 2). This composition is
shown to reproduce the car-following styles for various drivers
consistently well in our later experiments.

Fig. 2 visualizes the GP simulated acceleration (red solid
line) and the benchmark data (black dashed line), as well as
the prediction uncertainty (grey area). The data is synthetically
generated using IDM. One can see that the uncertainty band
well captures the deviation of the data set, and the mean
prediction traces the mean of the data accurately.

More quantitatively, Fig. 3 shows the MSE of the GP
simulation on the acceleration, velocity and the space gap,
as well as the LPD on the acceleration, respectively. When
various levels of sensor noises are present, the GP results
show that the MSE of acceleration prediction is overall very
low (under 3.5×10−4), and so does the corresponding velocity
(under 0.01(m/s)2) and space gap MSE (under 4.5m2). It
indicates that the GP model can very accurately reproduce the
driving profile and is robust under noisy measurements.

Note in Fig. 3 that, as the standard deviation of the added
noise increases (emulating a higher noise of real-world acceler-
ation measurement), the MSE values for both the acceleration
and the space gap prediction are lower. There are two reasons
for this: (a) inverting the covariance matrix K during the

Fig. 4. Naturalistic driving in a car-following scenario with a gaming laptop,
a Logitech racing wheel, and the Unity game engine.

parameter inference step (11) suffers from numerical issues
when the variance of y is too low; (b) Training may not
converge to a global minimal due to the non-convex and non-
smooth objective function (11), albeit the warm start.

Lastly, the LPD (bottom of Fig. 3) on the acceleration pre-
diction indicates that the new observations (from the validating
set) are well-accounted by the posterior predictive distribution,
even with higher sensor errors.

Overall, the numerical experiments suggest that GP can ac-
curately reproduce the driving data even with reasonable mea-
surement noise. The posterior distribution can also accurately
characterise the uncertainty of the data set. The results show
that GP-PACC almost exactly mimics the driver in a purely
data-driven way, and hence improves the personalization in
ADAS by adapting the longitudinal driving assistance to the
driver’s preferences and needs.

B. Human-In-The-Loop Experiments on the Unity Game En-
gine

a) Modeling and simulation environment in Unity game
engine: Game engines are conceptually the core software
necessary for a game program to properly run. They generally
consist of a rendering engine for graphics, a physics engine
for collision detection and response, and a scene graph for the
management of elements like models, sound, scripting, thread-
ing, etc. Along with the rapid development of game engines in
recent years, they become popular options in the development
of intelligent vehicle technology [52], with studies conducted
for driver behavior modeling [53], connected vehicle systems
prototyping [54], [55], and autonomous driving simulation
[56], [57].

In this paper, human-in-the-loop experiments are conducted
on a customized driving simulator platform, which is built
with a Windows gaming laptop (processor Intel Core i7-9750
@2.60 GHz, 32.0 GB memory, NVIDIA Quadro RTX 5000
Max-Q graphics card), a Logitech G29 Driving Force racing
wheel, and Unity game engine 2019.2.11f1 [58]. A three-lane
highway scene is built in the simulation environment, where
human drivers are able to manually drive the ego vehicle to
follow the target vehicle, shown as Fig. 4.
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b) Data acquisition: The experiment trip resembles a
freeway high-speed scenario, and has a total period of 200
seconds. The lead vehicle’s trajectory comes from the CAN-
bus data of a pre-recorded trip by a human driver [59]. The
trajectory contains a time-varying speed profile within the
range 25-35m/s that captures a naturalistic freeway acceler-
ation and deceleration scenario. The data is recorded in 10Hz.
The training input and target are organized according to (4)
and (5), where Z = {zk = [s, v, u]k}Nk=1, and y = {yk}Nk=1.

c) Training result: The parameter inference takes about
10 seconds to complete, with the best-estimated parameters
θ = [l1, l2, l3, σf , σn] = [14.4, 1.4, 5.9, 0.56, 0.11], where
l1, l2, l3 correspond to the characteristic length scales of s, v, u,
respectively.

To visualize the training result, Fig. 5 compares the GP
simulated acceleration and Unity recorded acceleration. The
mean prediction (red line) aligns well with the recorded data
(dotted black line) both in the training and validation sets. The
uncertainty captures the variation of the recorded data in the
training set, and accurately acknowledges the uncertain predic-
tion in the validation set (with a wider prediction variance),
with a few exceptions at around 120 sec.

To further validate that the GP model captures the driving
dynamics, we compare its ability to reconstruct human-driving
profiles with that of two ODE-based car-following models.
The first model is the constant-time headway relative-velocity
(CTH-RV) model used to characterize adaptive cruise control
driving behaviors [45], and the second one is IDM [7], which
is used to describe human-driving behaviors. Since the GP-
PACC design problem is formulated as a system identification
problem, where the goal is to minimize the discrepancy
between the predicted driving profiles and the measured ones,
it shares the same objective with calibrating car-following
models. GP-PACC, CTH-RV and IDM are trained (calibrated)
with the same training data, and validated with the same
testing data produced from the same driver shown in Fig. 5.
We use acceleration as the prediction target in order to be
consistent with the GP model training, which also has the
target of minimizing the error on predicted acceleration. A
general form of calibrating any car-following model is written
as minimizing a sum-of-squared cost function:

minimize
θ

:
∑N
k=1(yk − ŷk)2

subject to: ŷk = fCF(sk, vk, uk, θ), k = 1, 2, .., N
(21)

with possible additional constraints on the initial conditions,
and bounds on the parameters.

The training and testing errors are measured by MSE on
the acceleration and space gap. As shown in Table I, GP can
perform on par with, or even outperform some established
analytical car-following models in terms of reproducing ac-
celeration, velocity and space gap trajectories. Notably, GP
outperforms both other models with the lowest space-gap
MSE, which tends to accumulate from inaccurate acceleration
prediction.

In addition, we see that the training on naturalistic driving
data does not provide satisfactory results as compared to
training with synthetic data. One immediate reason is that syn-
thetic data generated using ODE-based models has a cleaner

training validation
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1.5 GP performance on Unity car-following data

Fig. 5. Compare GP-PACC guided acceleration (red) with the actual accel-
eration recorded by one of the human-in-the-loop experiments (dotted black).
The first half is training result and the second half is validation result.

TABLE I
MODEL TRAINING RESULTS: ALL TRAINED ON THE SAME TRAINING SET

AND VALIDATED ON THE SAME VALIDATION SET SHOWN IN FIG. 5.

Model GP CTH-RV IDM

MSE - acceleration 0.0909 0.0742 0.0927
MSE - velocity 0.851 0.779 6.044
MSE - space gap 24.8 41.6 1101
LPD - acceleration -0.0023 N/A N/A

relationship between the inputs (s, v, u) and the output (ac-
celeration), which can be captured by the squared-exponential
covariance function (3); On the other hand, naturalistic driving
data contains more randomness and inconsistent patterns even
during the same trip. More driving datasets are desired to test
the ability of our model on recovering the longitudinal car-
following behavior. It will be interesting to compare not only
with other car-following models, but also across datasets (e.g.,
naturalistic driving datasets [60] and field experimental data
for ACC vehicles [12], [16]) for future work. Nevertheless, GP
modeling of human-in-the-loop experiments shows promising
results, even with no explicit assumptions on the personalized
driving styles.

C. Human-in-the-Loop Override Validation

In addition to the numerical analytics, the GP controller
is also validated with human-in-the-loop override validation.
The purpose of the tests is to measure each driver’s comfort
and trust of the proposed GP-PACC as well as two other
baseline models (i.e., CTH-RV and IDM). The test drivers
undergo several blind tests: an unknown controller drives the
ego vehicle for each trip, and the frequency and duration of
which the drivers override the equipped ACC (by stepping on
the acceleration/braking pedals) are recorded.

a) Experiment setup: In this validation, instead of using
manual control for car-following, the ego vehicle is driven
with the trained GP-PACC as well as two other baseline ACC
models. Four drivers (two males and two females with diverse
real-world driving experience) participate in the tests, and each
is randomly provided with the individualized GP-PACC or
either of the two baseline models. The operating controller for
a specific trip is unknown to the driver in order to eliminate
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TABLE II
GP-PACC PARAMETERS FOR EACH DRIVER

Driver l1 l2 l3 σf σn

A 14.4 1.40 5.90 0.56 0.11
B 18.4 1.72 1.11 0.43 0.20
C 5.61 0.47 1.70 0.56 0.20
D 4.33 1.25 2.40 0.17 0.19

potential bias. Each driver completes the tests when all three
controllers are covered.

Each trip lasts 200 sec, where each driver monitors the trip
and overrides the equipped ACC when he/she feels uncomfort-
able. The equipped ACC resumes control immediately after
the driver lets go the overrides. The timestamps of which the
driver overrides the ACC are be recorded.

b) Controller specifications: GP-PACC is customized for
each driver. First, a 200-sec naturalistic car-following data is
collected from each driver with the same simulation setup:
all drivers are told to naturally follow the same leader, whose
speed and acceleration profiles are shown as the blue lines in
Fig. 6. All trips are recorded on the same Unity game engine
with the same Logitech G29 Driving Force racing wheel. Other
simulation parameters (e.g., weather, surrounding traffic and
road conditions are fixed for all trips). Next, the training for
GP-PACC is conducted using Algorithm 1. The resulting GP-
PACC specifications are summarized in Table II.

The GP-PACC is enhanced by a predictive safety filter
(formulated in (18)), with parameters emperically chosen as
amin=−3m/s2 and l = 4m.

The other two baseline ACC models are taken directly
from two calibrated ACC models. Specifically, ACC#1 is the
constant-time headway relative-velocity (CTH-RV) model of
the form:

ak = 0.0131(sk−1.6881vk−7.57) + 0.2692(uk−vk), (22)

and ACC#2 is of the form of an IDM:

ak = 0.73

[
1−

(vk
30

)4
−
(
s∗(vk, uk)

sk

)2
]
, (23)

where the desired space gap s∗ is defined as:

s∗(vk, uk) = 2 + 1.5vk +
vk(vk − uk)

2.21
. (24)

The parameters for both baseline ACCs are chosen as sug-
gested in [7], [45].

c) Results: All four drivers override the operating ACC
models to different extents. From Table III, in general, all
drivers intervene the vehicle less when running GP-PACC as
compared to running other two baseline ACC models. On
average, all drivers override only 4.43% (8.7 sec total) of the
200-sec trip when GP-PACC is on board.

As an illustration, the recorded trips from one of the
drivers (driver B) can be visualized in Fig. 6-8. The top row
(Fig. 6) shows the trajectories when GP-PACC is the selected
controller. The middle row (Fig. 7) corresponds to ACC#1
(CTH-RV controller) being in operation and the bottom row
(Fig. 8) corresponds to ACC#2 (IDM controller). The recorded

TABLE III
HUMAN-IN-THE-LOOP EXPERIMENTS RESULTS: DRIVERS GAS & BRAKE

TAKEOVER PERCENTAGE DURING A 200-SEC TRIP

Driver GP-PACC ACC#1(CTH-RV) ACC#2(IDM)

Gas / Brake Gas / Brake Gas / Brake

A (F) 0% / 0.60% 4.2% / 0.65% 11.9% / 0.6%

B (M) 3.1% / 0.15% 14.6% / 1.8% 26.7% / 1.7%

C (F) 8.6%/ 2.7% 18.8% / 4.6% 58.8% / 8.25%

D (M) 2.3% / 0.25% 4.4% / 0.35% 22.4% / 0.9%

Avg. 3.5% / 0.93% 10.5% / 1.85% 30.0% / 2.86%

trajectories include the speeds for leader and follower (left-
most column), space gap (middle column) and accelerations
for leader adn follower (right column) with respect to time.
The magenta highlights indicate the timestamps when the
driver overrides ACC (either by pressing gas or brake pedal)
that is in operation.

Driver B indicates that he overrides when he feels “falling
behind from the lead vehicle, and the neighboring vehicles on
the right lane will cut into the gap between the ego vehicle and
the lead vehicle”. Fig. 6 shows that the driver feels comfortable
when GP-PACC is in control, i.e., the driver only overtook
the controller for about 1 second during the entire trip. On the
other hand, the driver pressed the gas pedal several times when
ACC#1 is in operation (Fig. 7), and even more so with ACC#2
engaged (Fig. 8). The results strongly indicate that the driver
favors the personalized controller (GP-PACC) in the unbiased
test settings.

V. CONCLUSION AND FUTURE WORK

In this paper we propose GP-PACC that mimics personal-
ized car-following behavior. The learning is achieved using
a Gaussian Process regression with nonlinear output-error
training on the car-following data. We explore this purely data-
driven controller design in conjunction with a predictive safety
filter to capture personalized driving styles, which sometimes
cannot be captured by an explicit car-following model.

The training result shows that GP has the potential to
provide safe and realistic acceleration guidance that closely
resembles personalized acceleration profile. Specifically, GP
almost exactly recovers the car-following profiles of an IDM
driver (data generated using an IDM), and outperforms two
other established analytical car-following models in terms of
reproducing naturalistic car-following space gap trajectories. A
series of human-in-the-loop experiments are conducted on the
Unity driving simulator to test drivers’ override rates when
running their personalized GP-PACC versus other baseline
ACC models. Results indicate that all tested drivers express
comfort using GP-PACC, which reduces the human override
duration 60% and 85% as compared to two other standard
ACC models, respectively. This brings promising potentials
of the acceptance towards the personalized controller in near
real-world scenarios.

For future work, adaptive GP training can be incorporated
into current routine to enhance the proposed GP-PACC. Since
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Fig. 6. A trip driven by GP controller with driver B behind the wheel.

Fig. 7. A trip driven by ACC#1 with driver B behind the wheel.

Fig. 8. A trip driven by ACC#2 with driver B behind the wheel.

training a GP dynamical system requires only limited data, it
is possible to adaptively train the GP model as more data
is collected. This training procedure allows to capture the
variations in driving behaviors across a longer period of time
and a wider range of speed. Additionally, since driver override
has only been adopted as a measurement to test our GP-PACC
in this paper, it can also be considered as a direct feedback
to the GP model, which will enhance the performance of our
future GP-PACC in a more straightforward manner. As more
contextual information (e.g., weather, road geometry) becomes
available, the training features can be augmented to expand the
functionality of personalization.

Furthermore, safety critical scenarios were not triggered for
simulation ranges utilized within this paper, even with the con-
servative assumption (e.g., constant acceleration dynamics).
More work that relies on reachability analysis with controller-
based methods is reserved for future work.
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Fig. 9. A car-following system.

APPENDIX

Derivation of safe set

For a car-following system shown in Figure 9, we derive the
safe set S given the state (s0, v0, u0, a0) and amin, which stand
for the initial space gap, follower velocity, leader velocity,
leader acceleration and the hardest braking deceleration for
the follower. The safe condition gives a requirement for
(s0, v0, u0, a0) such that future collision can be prevented if
the follower vehicle executes amin, amin < 0. Let the safety
space-gap margin be smin, smin > 0, and assume the given
state is safe, i.e., s0 ≥ smin, and v0 ≥ 0, u0 ≥ 0.

Consider two scenarios:
1) a0 < 0 and
2) a0 ≥ 0.

Scenario 1): Denote the leader and follower position as pl(t)
and pf (t), respectively. Consider a non-decreasing position for
the leader vehicle when decelerating:

pl(t) =


pl(0) + u0t+

1

2
a0t

2, 0 < t < −u0
a0

pl(0)− u20
2a0

, t ≥ −u0
a0
,

Similarly, the non-decreasing follower’s position during hard-
est braking can be denoted as

pf (t) =


pf (0) + v0t+

1

2
amint

2, 0 < t < − v0
amin

pf (0)− v20
2amin

, t ≥ − v0
amin

.

Denote the stopping time for leader and follower as

T sl = −u0
a0
, T sf = − v0

amin
.

Safety requires that the space gap between the two vehicles is
above the safety margin when both vehicles are at a stop, i.e.,

pl(T
s
l )− pf (T sf )− l > smin, or

pl(0)− u20
2a0
−
(
pf (0)− v20

2amin

)
− l > smin

s0 −
u20
2a0

+
v20

2amin
> smin.

Consequently, the condition for safe state when a0 < 0 is

C1 := s0 −
u20
2a0

+
v20

2amin
> smin.

Scenario 2): The position for the leader becomes

pl(t) = pl(0) + u0t+
1

2
a0t

2.

The same safety criterion can be derived by setting

s(t) = pl(t)− pf (t)− l

=
1

2
(a0 − amin)t2 + (u0 − v0)t+ s0 > smin ∀t > 0.

Note that s(t) is a convex quadratic function. It can be
observed that s(t) > 0 ∀t if s(t) has no real roots,
i.e., (u0 − v0)2 − 2(a0 − amin)(s0 − smin) < 0, or
the larger of the real roots < 0, i.e., −(u0 − v0) −√

(u0 − v0)2 − 2(a0 − amin)(s0 − smin) < 0. The correspond-
ing safe condition becomes

C2 := s0 − (u0 − v0)2 − 2(a0 − amin)(s0 − smin) < 0 ∪

(u0 − v0) +
√

(u0 − v0)2 − 2(a0 − amin)(s0 − smin) > 0

The overall set for the safe state is

S = {s0 ≥ smin, v0, u0 ≥ 0|((a0 < 0)∩C1)∪((a0 ≥ 0)∩C2)}.
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