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1 Research Objective
Freight rail traffic in the United States is operating on an increasingly congested rail network,
and the freight volume is expected to continue to increase in the foreseeable future [1, 2].
Additional trains on the network influence each other due to infrastructure capacity limita-
tions that are pervasive in the US freight rail network. In single track territory, conflicting
and overtaking trains may pass only at short (i.e., on the order of the train length) segments
of double track known as sidings, which require precise scheduling by human dispatchers
during high traffic volumes if delays are to be avoided [3, 4].

The high variability of runtimes is detrimental both to the railroads and to other inter-
connected transportation systems. The magnitude of delay for non-priority freight rail can
be on the order of hours and propagation of delay to other trains is significant [5]. Real-
time revisions to the operating plan can be implemented, which are currently performed by
humans but will soon be understood and handled by an automated system.

The primary focus of this work is to address the problem of ETA prediction on freight
railroads in the US. Specifically, we explore the ETA prediction problem for individual freight
trains in an online setting, where ETAs are continuously produced as new information be-
comes available. These efforts will serve to forward the goal for the railroads of automating
operational decisions and, eventually, actual train and freight movement.

2 Methodology
To produce the ETA estimate, a variety of routinely collected and maintained data sources
available to freight railroads are used. This work uses a series of datasets describing the
rail network and operations from January 1, 2015 through December 31, 2015, inclusive. It
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consists of freight train movement, yard work, crew, and locomotive data in the CSX Trans-
portation Nashville division, extracted from dispatching and mainframe data; the territory
is primarily located in Tennessee, USA. This is supplemented by track geometry data detail-
ing grade and curvature information, single and multi-track territory, length of sidings, and
other attributes.

Several methodologies to produce ETAs are available, including microscopic simulation,
analytical approaches, and data-driven techniques. Due to the complexity of the freight rail
network (which limits the accuracy of analytical abstractions) and the difficulty to capture all
delay inducing factors in a simulation based model (e.g., decisions made by human dispatch-
ers, special cases involving priority elevation, unplanned maintenance, and weather), a data-
driven approach is proposed in this work. Several works, such as Kecman and Goverde [4]
and Wang and Work [6], have proposed to empirically produce delay or runtime estimates
using historical data for passenger rail networks. The most closely related estimation works
on freight trains are the works of Gorman [7] and Bonsra and Harbolovic [8].

In this work, the problem of predicting an estimated time of arrival for a train from
an origin point to a destination point on the rail network is posed as a supervised machine
learning regression problem. The goal of the regression problem is to predict the true runtime
y(i) ∈ R1 of a train i given the properties of train i, the network, and other traffic on the
network, which are contained in the feature vector x(i) ∈ Rn.

The central difficulty of posing the online ETA prediction problem into the standard
machine learning framework above stems from the fact that many of the features used for
prediction change in time and in space as the train moves towards the destination. If a single
model is used for all origin-destination predictions, it may be difficult to predict area-specific
delays (e.g., due to local dispatching decisions or route characteristics) that may not occur
throughout the network.

To address these difficulties, we propose to build a distinct regression model for each
origin-destination pair for which predictions are required. Because the models are indepen-
dent, each model can be trained using all trips that pass between the corresponding origin-
destination pair by constructing features according to the state of the train and network at
the time the train reaches the origin node. Localized and geography-specific performance
characteristics may be captured in the individual models without explicitly constructing
them in the feature vector. The regression problem of predicting ETAs from a vector of
features is solved with a support vector regression (SVR) machine.

3 Results and Future Work
Performance of each model is compared to that of a historical median predictor by mean
average error (MAE) for each of the 41 prediction sites on the territory under study. In
general, the improvement of the SVRs compared to the baseline decreases as the origin
point becomes closer to the destination point. Across the 41 origin-destination predictions,
all SVR-based algorithms show an improvement over the historical median baseline. The
best performing algorithm is the SVR model combined with a non-linear radial basis function
kernel and using the full feature set, which achieves a 7% average improvement on the MAE
relative to the historical median benchmark. The inclusion of features to quantify the traffic
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on the line of road resulted in the best performance, and suggests additional improvements
are likely possible with further refinements on the congestion measures leading to meets,
passes, and siding utilization.

In the process of investigating the modest improvement of the SVR algorithms over the
naive predictors, a dominant source of runtime variability was discovered that overshadows
the predictive improvements achieved by the models. Specifically, it was discovered that
recrewed trains (i.e., a train that did not reach its destination before the crew reached its
maximum on-duty time and needed a relief crew) define the dominant source of variability
of runtimes on the track segment.

To further investigate the impact of recrews on train variability, all trains were ex post
facto labeled as either recrewed or non-recrewed. Less than 10% of the trains on the route
were recrewed. Next, the two classes (recrewed and non-recrewed trains) were separated
and descriptive statistics were calculated for each class on each of the 41 origin-destination
pairs. The standard deviation of runtimes was used to quantify the runtime variability of
trains in each class as well as the variability of all trains in the dataset (not separated on
recrew). The runtime variability of the recrewed trains is several times larger than that of
the non-recrewed trains across all origin-destination pairs. Even though the recrewed trains
represent less than 10% of the trips, they represent 53% of the variance within the dataset
of all trains, when averaged across the full route. The single fact that a train was recrewed
explains more variability in the runtime than all of the other features we explored. Due to
the large variance caused by recrews, we are interested to develop a data-driven classifier to
preemptively and automatically classify trips that are likely to be recrewed in future work.
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